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Summary

K-band pilot tone data collected by the ACTS Mobile Terminal (AMT) during 1994 are
used to characterize the K-band land-mobile satellite channel. The characterization is two-
fold: a probability density model is derived which shows that the fade exceedance levels at
K-band arc much higher than those at lower frequencies, particularly at I.-band.}Further,
the fade statistics arc very dependent on the geometry of the surrounding enviromment. The
difference between good and bad environments iS much more pronounced at K-band t han
at L-Dand. A discrete time model is used to provide insight into the bursty nature of the
errors induced by propagation eflects on the channel. For a data rate of 9600 bits/see, the
average fade duration for a fade threshold of 6 dB ison the order of a few thousand bits
which corresponds to a fade duration of 2 to b meters. The fade durations are typical of
those at 1.-band which suggests that while the K-band fades arc more severe than those at
L-band,the durations arc approximately the same.

1 Introduction

Land mobile satellite systems allow truly ubiquitous wi eless cormmunications to users almost
anywhere a, anytine. Mobile satellite systems are better suited to providing voice and data
communications services to users traveling in low population density areas while land based
cellular systems are better suited to providing three services inhigh population density
areas. As theincreasing demand for mobile communication capacity consumes the available
bandwidth allocations at 1,-, S, and Ku-bands, K- and Ka-band frequencies offer potential
relief.

The communication channel between a satellite and aland based mobile user presents
a challenge. Multipath interference and shadowing muse severe variationsinthe received
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power making constant, reliable communications diflicult and limiting system performance.
The effects of shadowing arc the most severe source of signal outages in aland mobile satellite
system. The attenuation due to shadowing increases with frequency:l-band is worsethan
UHF,S-band is worse than 1,-baud, etc. Since K-band frequencics arc ten times those at
I.-band, a thorough and careful analysis of the fatling cffects is required to assess the viability
of K-band mobile satellite systems.

NASA’s Advanced Communications Technology Satellite (ACTS) provides an ideal spaced-
based platform for analyzing the K-band mobile satellite channel. 1°his paper reports on the
results of the K-band mobile propagation analysis camipaign using the ACT'S Mobile Termi-
nal (A MT) developed by the Jet Propulsion Laboratory (JP'L ). The channel is modeled in

two ways :

« A probability density model is derived from frequency histograms of measured data
This mode] allows designers to predict 1 %, 5%, and 10% fade exceedance levels.

o A discret e time fade duration model is developed which provides information regarding
the burst error nature of the channel, the average fade durations,and signal outage
percentages.

The system used to collect, the data and a description of the environment arc outlined in
Section 2. The probability density model is described iu Section 3 and the discrete timne
modecl in Section 4.

2 Experiment Description

NASA’s ACTS satellite provides a stationary platforn ideally suited to themncasurement
of mobile propagation effects at K/Ka-band (20/30 G Hz). JPI has developed a proof-of-
concept breadboard mobile terminal system to operate in conjunction with ACTS at K/Ka-
band called the ACTS Mobile Terminal (A MT) [1]. P'ield tests conducted during the first
7 months of 1994 using JPL’s AMT provide channel characterization data for the K-band
land-mobile satellite channel.

As depicted in Figure 1, the system is comprised of a bent pipe propagation link con-
necting terminals at fixed and mobile sites. The forward channel originated at the fixed
station with a 29.634 GHz pilot tone. This pilot tone was received by ACTS, mixed to the
downlink frequency of 19.914 GHz, and transmitted on the Southern California spot beam.
The forward channcloflered a composite C/N, of 55.63 dB-11zand was the basis for t he
K-band results.

The AMT is equipped withasmall (8" x 3) high-pain reflector antenna [2] which tracks
the satellite inazimuth for a fixed elevation angle (46" for these experiments). The antenna is
mechanically steered and acquires and tracks the satellit c over the entire 360° of azimuth with
apointing error lessthan 2°. Vehicle turn rates of up to 14° per second can be accommodated.
theantenna hasa G /7 of -6 dB/K over a band width of 300 M}lz. The 3 dB beam width




is:+9°in elevation and £6° in azimuth. The antenna pointing systems enables the antenna
to track the satellite for all practical vehicle maneuvers.

The Data Acquisition System (DAS) illustrated in Figure! 2 measuresinphase pilot voltage
level and the non-coherent pilot power level. The inphase pilot voltage level was sampled
at 4000 samples/second in a bandwidth of 1.5 kHz and was used to analyze the channel
characteristics presented in this paper. The data wer e stored on 5 Gbyte Exabyte tapes for
ofl-line evaluation. The vehicle position, vehicle velocity, and time stamp were derived from
an on-board GPSsystem and updated once each second. 7T’he DAS aso provides real-time
displays of’ various parameters to aid the experimenters in the field.

Data were collected in a variety of locations in order to characterize environments typical
of mobile satellite applications. In the absence of any standard definitions for the various
environmental conditions typical of land mobile satellite channels, a set of general classifica-
tions specific to Southern California was adopted. A 11 runs in this measurcment campaign
were conducted in Pasadena, California which presents a seasonally invariant suburban en-
vironment. The environments arc divided into three broad categorics based on the type of

road way:
Category I: alimited access multi-lane freeway

Category 1I:a broad suburban thoroughfarclined with trees and buildings. The tree
canopies cause intermittent blockage and the bui ldings arc eit her too far removed from
the road side or not tall enough to cause significant blockage.

Category Ill: a small, two-lane roadway lined with trees and buildings. The tree canopies
often cover the entire road way and buildings are close enoughto contribute to the
fading process.

This description is most appropriate in this case since the type and kind of obstructions arc
strongly dependent onthe nature of the road. ‘I'able 1 shows asumimary of the environmental
features of the AMT runs.

3 Probability Density Model

3.1 Theorctical Considerations

The primary contributors to signal fluctuations in the land-mobile satellite channel arc mul-
tipath interference and shadowing [3]. Multipathinter ference is the destructive interference
caused by the reception of randomly phased reflections of the transmitted signal [4]. The
transmitted satellite signal received by the mobile terminal consists of three major compo-
nents:

1. The Line-Of-Sight (I.OS) Component which arrives at the rcceiver via a direct path




2. The Specular Component which consists of a small number of reflections. Typically,
the dominant reflection is the ground reflection whicharrives a the receiver at a
negative elevation angle and can be neglected dueto the attenuation cffects of the
upward-looking receiver antenna [5].

3. The Diffuse Component which consists of a large number of weak reflections with
random amplitudes and phases.

As shown in Appendix A, the resulting fluctuations in reccived power S arc described sta
tistically by the non-central chi-square distribution parameterized by the ratio k of direct

(1.05) to diffuse signal power:
p(S; k) = ke ", (2:1\@) (2)

Inthe event the 1.OS component is completely blocked, « = O and the fluctuations in received
power arc described statistically by the non-central clli-square dist ribution?[6]

! .S
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where S is the mcanreceived signal power.

Shadowing is the complete or partial obstruction of the transmitted signal caused by the
absorption and scattering of the incident direct signal by roadside trees or other obstacles
in the path between the satellite and the vehicle [3]. Mobile satellite experiments at, 1.-
band [7, 8] show that the effects of shadowing dominate the statistics of the received signal.
Terrestrial measurements at UHF [9, 10, 11] and X--band [1 2] show that the shadowing
process is approximated by the log-normal distribution. Loo [13] and T.utz [14] have used
the log-normal distribution to successfully inodelthe signal attenuation clue to shadowing
for the land-mobile satellite channel. In this case, the statistics of’ the resulting variations in
the meanreceived signal power S, follow

10 1 (1 olog Sy~ p1)?
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where ¢ is the mean power level decrease in dBB and o2 is the variance of the power level duc
to shadowing.

The combination of multipath interference and shadowing manifests itself as relatively
rapid variations about a local mean signal power (due to the multipath interference) super-
iimposed on relatively slow variations in the received signal power (duce to shadowing) [1 5].
The superposition of the two processes is modeled by conditioning one of the pdf’s (1) or (2)

TSuch channels are usually referred to as “Ricean” since the envelope of the received signal follows the

Rice distribution.
?This case is usually referredto as a Rayleigh channel since the euvelope of the received signal follows

the Rayleigh distribution.



ou the mean received signal power S0 and using the log--normal pdf (3) for So [15, 16,17, 13].
Lutz,ct. a. extended this approach in a novel way by introducing a “time sham” between
shadowed and unshadowed fading [14] to model the I.-bandmobile satellite data collected in
Europe. Under this formulation, the received signal power follows the non-central chi-square
distribution) for the unshadowed fading scenario and the central chi-square/log-tiormal dis-
tribution for shadowed fading, The parameter SO in (2) serves as the conditional variable so
that the pdf of the received signal power is

P(S)= Ap(S;k) - (L= A) [ 5(S;0) F(Su)dsi o)

where! the tine share parameter_0 < A < 1represents the proportion of total distance
(or time) the received signal is shadowed. Thenotion of time share was also observed
by Goldhirsh aud Vogel [18] inexamining K-band mobile satellite data and has also been
successfully applied to the analysis of mobile satellite channels by Castro [19] and Vucetic
[20]. ‘

Other factors contributing to variations in the received signal power include thermal
noise, Faraday rotation, and ionospheric scintillation [20]. The contribution of these factors
relative to thefading caused by shadowing and multipath interference is so small that these
effects may beignored on a well designed satellite link,

3.2 Description of Measured Data

Time series for two representative runs arc illustrated in Figures 3 aud 4. In these plots,
the received pilot power is normalized to the! power of unshadowedline-of-sight power level.
These plots snow characteristics typical of land mobile satellite communication systems:
shallow fades duc to multipath interference and deep fades duc to shadowing superimposed
on slow variations in the meansignal power duc to changes inthe shadowing profile of the
local environment.

The cumulative fade distributions for several representative runs arc shown in Figure 5.
All curves have a distinct characteristic: a “knee” a 2 to 3 dI3 signifying a transition region
between fading due to multipath interference and fading, duc to shadowing. The curve is steep
for the first few dI3 which is typical of Ricean fading. 3elow the transition region, the curve
exhibits a more gradual roll-ofl characteristic of au cxponential dependency. These plots
show clearly the time share nature of the fading processes at K- banid. This characteristic
shape has also been observed at I.-band [14, 21, 8], a S and Ku-bands [21], and at K-band
[18]. The 1%, 5%, aud 10% fade exceedance levels are typically used to describe the shape
of the histogram and arc tdbulated for all runs of the A MT campaignin Table 2.

The results of the sole category Irun wereexpected. The absence of obstruct ions com-
bined with the regjection of’ any ofl-axis reflections by the narrow- beam antenna produced a
signal with 110 appreciable multipathinterference.

The results of the category 11 runs are mixed. Fort he north-south runs where the lane
tree geometry provided arclatively clear path to the satellite, the results are promising: 1 %




fade levels range from 8 to 10 dB while the 10% fadelevels are allabout 1 dB. The other
north-south runs were conducted on lanes too close to the trees for an unobstructed path
to the satellite to be continuously available. These runs display severe fading with 1 % fade
levels 27 dB3 or greater and 10% fade levels varying from 7.5 to 30 dI3. For example, runs
072409- 072412 were al conducted in diflerent lancs of Orange Grove 1 3lvd. The western
most lane (run 072409- the south bound right lane) provides the best view to the satellite
resulting in the lowest fade exceedance levels of the four runs. ‘1 'he fade exceedance levels
become progressively worse as the run lane move west culminating inrun 072410 (north
bound right lane). The diflerence in 1070 fade excecdance levels between the “best” and
“worst” lanes here is 25.5d13. The channel characteristics are extremely sensitive to lane
changes.

Al] the cast-west runs (runs 072405- 072408) show deep fades at the 1 % level but very
moderate fades at the 5% and 1 0% levels. This characteristic is to be expected since the
azimuth to the satellite is 150° (S SE) so that routes with a roughly nor th-south direction
may find unobstructed “scams” between the foliage lining the road. Thus the cast-west runs
are as good as the best north-south runs 90% to 95% of the time but are much worse 1 % Of
the timesince the line-of-sigllt, path is always skirting t hc tops of the trees. Runs 071016 and
071017 were particularly interesting in that the routes had isolated locations where the trees
produced scvere shadowing but were relatively clear in al otherareas. This characteristic
is reflected in the low 5% and 10% fade exceedance levels (~ 2 dB) together with very high
1 % fade exceedance levels (~ 25 dB).

With one exception, all category 111 runs showed decp fades wellin excess of” 30 dB at the
1'% level and ranging from 27 to 30 dB at the 10% level. Thelone exception was Run 070906”
where the orientation between that particular lanc and the trees lining the road allowed an
unobstructed view of the satellite for most of the run  the same characteristic observed in
the cate gory 1lruns. The inability of the K band signal to penetrate the foliage together with
the rejection of ofl-axis reflections by the narrow-beam antenna severely Himit t he received
satellite signal.

Thel%, sw, and 10% fade exceedance levels are helpful in facilitating comparisons with
other mecasurement campaigns in different locations and at different frequencies. As pointed
out in [21] the absence of standard definitions for various cnvironmental categories makes the
reporting of the results and comparison of the results with other mcasurement campaigns
problematic even when the environments for different experiments arc classified in the same
general categories. However, some general conclusions may be drawn from the data Tables
3 to 6 summarize the most similar conditions from other land-mobile experiments reported.

The 1,-band experiments reported in [8] show that for constant environment, the fade ex-
ceedance levels increase as the antenna beam pattern narrows while the experiments reported
in [21] show that, for constant environment, the fade cxceedance levelsincrease as frequency
increases. ‘Jbus, as expected, the fade exceedance levels for the narrow-beam, K-band A M'T
experiments show deeper 1 % percent fade exceedance levels than the corresponding  1,-band
experiments. While the 1%, fade exccedance levels for the AMT experiinents are  greater,
most of the 10% levelsare 10WCL. This shows that the time-share characteristic of’ the fading




process 1S much more pronounced for the AMT experiments, The increased effect is due to
the combination of the narrow beam antenna and the severe shadowing caused by foliage at
K-band.

The AMT results are quite similar to the KX-bandresults reportedin [18] which arc sum-
marized in Table 6. The differences are small are due primarily to the different environments.
Compared to tile experiments conducted in Texas, the AMT experiments were performed
using a receive antenna with a narrower beam-width at a lower clevation angle. This combi-
nation produced slightly deeper fade exceedance levels for what appear to be roughly similar
cnvironments.

Thetime share characteristic of the cumulative fade dist1ibutions suggests application of
the model derived by Lutz to this data. Figure 6 shows least square curve fit of (4) to run
072406. Notethat there IS general agreement between the two curves reinforcing the time
sham nature of the fading processes. However, the curves do not agree well inthe transition
region. This effect is duc primarily to antenna affects as follows.

The azimuth plane of the fixrd-elevation AMT antenna expericences the same pitch and
roll as the vehicle which, on typical road surfaces, leads to pointing errors as high as 4°
in elevation and 3° in azimuth [22]. When coupled with the narrow-beam antenna, these
pointing errors cause degradations in the line-of-sight signal level by as much as 2 dI3 [22].
‘The variations in the line-of-sight signal level affect the steep portion of the histogram,
especially inthe transition region (which is about 2 dI3 below tile unobstructed line-of-sight
level). The result is a significant difference in the in the trausition region between the
histogram and the model which assumes a constant line-of-sight signal level.

The results of the curve fitting for all runs conducted during the AMT propagation cam-
paign arc summarizedin ‘1'able 2. Several of the model curves are marginal approximations
duc to severe thescvere e flects outlined in the previous paragraph. Ior most of the runs,
r ~ 20 d13 which shows that when au unobstructed line-of-sight signal is avail able, the chan-
nel is quite good. This result is consistent with results predicted in [23] for a narrow beam
antenna. The summary shows that the values of the time share paramecter A are quite poor
for category 111 runsandare varied for the category 1 | runs. lLutz [14] suggests that, this
value indicates the amount of time the channel is avail able for reliable cornmunicati on. How-
ever, fade duration statistics are needed to accurately predict this value. The fade duration
statistics are derived from the discrete channecl.

4 Discrete Channel Model

4.1 Theoretical Considerations

T'he probability density models do not provide a convenient et hod for generating repre-
sentative tilllc-series simulations of the fading events. 1)igital chanucl models, on the other
hand, describe the bit error patterns at the channel output and are useful for simulating the
error bursts which occur onreal channels.

The land-mobile satellite channel belongs to a class of channels which possess “memory”



[24]. On such channels, the errors occur in clusters separated by fairly long crror free gaps.
Digital models which simulate the channel transitions from “good” to “bad” have been
proposecd [24] -[31]. These modelsattempt to generate error sequences statistically consistent
with those appecaring onthe actual channel. The model considered here is the two-state
Markov chainillustrated in Figure 7 first proposed by Gilbert [32] to mnodel the error bursts
011 telephonelines.  Thismodel is suitable since it exploits the observation that, due to
shadowing in typical land-mobile satellite applications, the received signal power is either
high enough to permit reliable communicati ons or so low hat signal acquisition is lost. The
Gilbert model attempts to recreate the dual naturcof the bit error processes observed 011
a channel with memory. Channel state 0 is an idea error-free channel which models the
time when the channel state is “good” and no channel errors occur. Chanuel state 1 is a
binary symmetric channel with a transition probability of 1/2 whichmodels the time when
the channel state is “bad” and error bursts occur. States () and 1 correspond to non-fade
events and fade events, respectively.

The state transitions are described by the state transition pr-obabilities whichare usually
given by the “state transition matrix”

Poo  Pot ] (5)
Pro Pn

where p;,isthe probability of a transition rom statc i to state j. Since the Markov chain
modelis ergodic [33] there is an associated “long run distribution”

=[ mym ] (6)

where 7; is the proportion of the total time that theprocess isinstate: after a “long time.”
For the special case of the two state Markov chain, the elements of «r are given by [33]
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where 1i is the mean dwell time in state 7 and is given by [33]

L (9)
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The Gilbert, modelcanbe used to determine the statistics of the fade and ~lo~I-fade
durations. When mecasured indistance (meters) the fade and non-fade duration are denoted
Dyp(m) and Dy(m), respectively.  When measured in bits, they are denoted 12,:(b) and
Dy (). The state transition probabilities pgg and pyy; arc on a bit by bit basis so that the
probability Dy (b) or 1)5:(b) exceeds nn bits is equivalent to the probability that the Markov



chain dwells in s ate 0 or 1 longer than ‘22 “steps.” Thesesrobabilities are we]] known and
arc given by [33]

Pr{ Dy(b) >n} = ppy (lo)
Pr{Dp() >71y = pi). (11)

The average non-fade and fade durations measured in bits (Dy(b) and Dy.(D), respectively)
arc the mean dwell times instates O and 1 which are given by Equation (9).

For a given sampling interval T,, vehicle velocity v, and transmitted bit rate R, cach
sample represents pilot tone power data through 7 scconds, v7 ) ineters, or 2,7 bits. Thus
Dy (b) and Dy(b)are related to Dy (m) and Dp(m) by

v .
])N (771) = -]*{;} ])1\ (l)) (12)
v
1)1«‘(771) = }il: ])1<b) (13)

Note thatusing this model, 7~ (/) has an exponential density which is consistent with the
results of [7,19, 34]. The Gilbert model also generations an exponential density for Dy (m)
which is inconsistent with the Gaussian behavior postulated by Rice [35] and the log-normal
behavior observed by Hase, Vogel, and Goldhirsh [7]. The Rice result describes the fade
duration duc to multipath interference. The duration of these fades is quite short compared
to the duration of fades generated by the shadowing process. The log-normal distribution
is good modelfor the duration of fades of moderate depth and length [7]. Experimental re-
sults at 1,-band indicate that the durations of longer, deeper fades are well approximated by
the exponential distribution [14] produced by the Gilbert model. In the AMT experiments,
shadowing is by far the most dominant cause of fades especially those with longer dura-
tions. Thus it IS expected that the fades of relatively long duration follow the exponential
distribution while those of shorter duration do not. This characteristic was observed in the
measured data and will be discussed in Section 4.2.

4.2 Description of Measured Data

Histograms of the distributions of’ Dy (b) and D (b)* derived from measured pilot tone
data were plottedon a log scale (where the exponential distribution is a straight ling). To
determine suitable values of state transition matrix 12, aleast-squares straight-line fit to
that portion of’ the data representing long fade durations defines the best fit of the data to
the exponential distribution. The slope of the line determines the value for pggor py; (see
Equation (1 O) or (11), respectively).

Figures 8 and9show histograms of the distributions for 17y (b)and 1D,:(b) derived from
the mecasured pilot tone data for a representative runusing /.= 6 d13 and 72, == 9600” bps

3A fade occurs when the receive e pilot power level falls below a threshold which is L dB below the line-
of-sight power reference level. Two cases were considered in the data analysis The first used 7= 6 dB
which is the link margin available on the AMT experiments while the second case used 7. =:10dB.
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for v= 48 km/hr. For this data set, m;== 0.049, The plots aso include the straight line
approximation which represents the best fit of the data to the exponential distribution. The
resulting values are poo=-1—5x 10 °and pr1= 1 — .95 x 10"

For small values of n,the histogram does not follow the straight, line approximation.
This is due to the fact that the fading process is a mixture of inultipath interference and
shadowing. Short fades arcdue primarily to multipathinterference which is described more
accurately by the'normal distribution postulated by Rice [35] and outlined above. The fades
of mediumn duration seem to follow the log-norinal distribution [7] while the longer fades due
solely to shadowing arecapproximated by the exponential distribution. The Gilbert model
thus provides a nice first order approximation for the statistics of the fade durations duc
to shadowing which is the primary contributor to signal degradationin the land-mobile
satellite enviromment. Fades due to multipath fading may beincorporated into the digital
model by enlarging the number of states and assigning suitable transition probabilitics [25]-
[31]. It should be noted, however, that as the models represent the channel conditions
morc and more accurately, the complexity tends to an analytically unwieldy model which
neutralizes any advantage gained from considering the modelin the first place.

The parameters of the Gilbert model for the AMT ruus are sununarized in Tables 8 and
9.For a bit rate of 9600 bits/see and afade threshold of L = 6 dI3, average fade durations for
category 11 runs range from a few hundred to a few thousand bits while for typical category
Il runs, the average fade durations last 3000 to 8000 bits.

The parameter 7y provides au estimate of the proportion of’ the total time (or distance)
the run experienced a fade. I'or a fade threshold of 1.-6 dB, the best, category 1 | runs show
1 % to 5% signal outages while the bad category 11 runs show 22% to 49% signal outages. A
typical category 111 run shows 33% to 52% signal out ape. If the fade threshold is dropped to
L=- 10 dB3, then the best signal outages for the Lest category 11 runsrange{rom less than
1% to about 3% while the signal outages for typical category 111 runsdrop below 50%. As
expected, link inargin may be exchanged for increased signal availability.

‘1I'here is only a weak correlation between the signal outage (7, ) and the average fade
duration 1);..1n general ruus withlonger average fade durations suffer from increased signal
outages. The signal outages on some runs arc duc to a few long fades (these havelarge D)
while other runs experience g, large number of short fades (these have small Dy). *1'1111S a
complete characterization of the channel should include the severity of the fade, the average
fade duration, and thesignal outage percentage.

To facilitate comparisons with other experiments the average fade duration inmeters arc
included in Tables 8 and 9. The data shows that for /.= 6dI3 the averages of theaverage
fade durations for category lland 111 runs are 3.3 meters and 6.4mcters, respectively while
for 1.==1() dB they arc 2.7 meters and 4.4 meters. As expected, the average fade durations
decrease with increasing 1., although not by much.

A comparison of these results and the mean fade durations fiom other experiments is
summarized in Table 7. Theresults of the Isuropeanl.- band experiments are taken from [14]
(the highway run is the category 1 run and the city, un isthe category 111 run) while the
results of the Australian I.-band experiments were taken from [7] (1un 342 is the category 11
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run andrun 409 is the category II1 run). The fade durations derived from the AMT data
arc about one-cighth those of the European 1 -~band experiments and about five times those
of the Australian 1.-band experiments for the category Il runs. These differences may be
explained as follows:

1. Both 1,-band experiments used antcnnas with significantly wider beamn-widths than
the K-band AMT antenna.

2, For the European experiments, the fade threshold L varied from runtorun making
direct comparisons problematic.

'T1(? results suggests that in contrast to the 1 % fade exceedance levels, the average fade
durations for the AM'T experiments arc roughly the same as those Of similar experiments at

L-band.

5 Summary and Concluding Remarks

The derived probability density model shows that the 1% fade exceedance levels at K-band
are much higher than those at I-band while the10% fade exceedance levelsat K-band are
lower. This behavior shows that the K-band channel is more likely to be extremely “good” or
extremely “bad” than somewhere in between. The characteristics of the cumulative density
function are strongly dependent. on environment  even which lane the vehicle is in. The
extremes scem to be much more severe at K-band than what has been reported at I-band.
This is duc to the increased sensitivity of the AMT K- band system to the time share nature
of the multipath and shadowing Contributions to the fading process.

A discrete time model provides insight into the bursty nature of the errors induced by
propagation effects on the channel. For a data rate of 9600 bits/secand a fade threshold of
L = 6dB,theaverage fade duration is on the order of afew thousand bits which corresponds
to a fade durationof 2 to 51ncters. The fade durations arc typical of those at 1.-band which
suggests that while the K-band fades are more scvere than those at 1,-band, the durations
arc approximately the same. The discrete time model also provides insight into the signa
outage pereentages. The signa outages range from ~ 2% on goodruns to as high as 52%
on bad runs. Again, the differences between good and bad conditions are exaggerated by
the extreme attenmation due to shadowing at K-bandtogether with the rejection of most
of I-axis reflections by the narrow-beam antenna.

A complete characterization of the channel should include t he fade exceedance levels,
the average fade durations, and the percentage of’ signal outage. Allthree yield important
information which define the requirements for reliable communication on the channel. For
example, a large 1 % fade exceedance level is easily overcomeif the average fade duration is
short.

When K-band is used for mobile satellite communications, care should be taken to choose
appropriate coverage environments (e.g. freeways free of linc-of-sight obstruct ions). For envi-
ronments where frequent line-of-sight obstructions arc unavoidable, the 1 % fade excecedance
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levels arc too severe to be covered by margin in the link budget. The fade durations seem
tobeonthe order of those encountered at |.-band suggesting interleaved I'EC coding as a
possible method for mitigating the effects of fading.

A Multipath Interference

Neglecting the specular component and thermnal noise, the pilot tone signal received by the
mobile terminal is

7‘(1,) = 7‘105(t) -+ Td,'f(i) (14)
N ‘
= Dcoswol + Y Picos|(wo + Aw)l -+ ;] (15)
1=1

where 7 is the amplitude of thei-th indirect reflected signal, Aw; isthedifference in Doppler
frequency shifts between the i-th indirect reflected signaland the direct | .OS signal, and ¢;
is difference in phase between the i-th received signal and the direct LOS signal due to the
difference in pathlengths of the two signals. The amplitudes 77, the relative Doppler shifts
Aw; . and  the relative phases ¢; are mutually independent random p rocesses where cach ¢,
is assumed to be uniformly distributed on|[--7, 7). The second termin (15) represents the
diffuse component which may be expressed as

rair(1) L P cos(Dwt -+ é;) coswgl - > Pisin{Aw;t + ¢;) sin wgt (16)
’ 7=71 7.1
== N(1) coswyt — Ng(2) sinwot. (17)

For N sufliciently large, N.(t) and N, (t) arc approximated by narrow-band Stationary in-
dependent Gaussian random processes With zero mean and common variance o4. Thus, the

received signal power
Sz (D -- No(1))? + Ny (1)° (19

is described by the nou-central chi-square probability lensity function [6]

1 ]) S D
p(S) = —— exp { Ziwﬁ} Io (\/3 ) (19)

20y o

wherely(-) is themodified Bessel function of the first kind of zero order. By normalizing the
received line-of-sight pilot power to unity

D?=1 (20)
and defining the Ricean parameter £ as the power ratio of direct to indirect signal powers

J)2
K = 507 (21)
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p(S)maybe parameterized and assume the forin
p(S; k) = ke ", (2&\@) : (22)
When no line-of-sight signal is present, 70 =0 and the probability density function of
S== N.(t)* + N,(1)* (23)
is the well known non-central chi-square pdf [6]

S
p(S) = 5.7 OXP {»?gg} . (24)

In this case 202 is the mean received signa power S,. Since DD.- O implies s == O, the forn
(24) is a special case of (19). Thus, (24) is usualy expressed as
1

S
(S;0)= = T exp--—. 25
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Table 1: Environmental Characteristics of AMT Propagation Runs

| RuN Lcm L) IRECTION | TERRAIN [ OBSTRUC:T1ONS
| 020201 J | west straight | hilly none B ]
@@i 1T || south,right lane straight | flat | trees! o
;'67(")56?'4%_ | north _ . curved | fiat j trees?: szllc;i;g(zé_ cover road | |
O7@8G5| 11 || north, right 1ane straight | flat trees!
070906 | TII || south curved | flat trees?: (3110{)11&%(?\?011 toad _
070907 1 || north, left lane  straight | flat | trees! -
| 070942 111 | south curved | hilly “| trees®s (;a-,il(.)p.i(zs cover road
070914 111 | north curved | hilly | trees®: cauopics cover road
LWﬂ(ﬂlﬁ 11 || north/south curved | flat | trees’ ) -
‘WI0017 11 || north/south curved |t 1 a t | trees!
rmf‘lgl: cast, left lam straight | hilly B “trees®) umhty poles
072406 11 || west, left lanc straight | hilly “trees®, utility poles
| OT2407| 11 || cast, right lane straight | flat trees Wilrtlllty poles, buildings
H()"?ﬁ??l‘(_)»si e west, right 1ane  straight | {lat | trees”, 1 utlhty poles
1072409 | 1M | south, right lane straight | flat trees
072400\ 11 || north, right lanc  straight |“flat | trees!
o724m1| 11 | South, leftlanc  straight | flat trees! T —
| 0724127 | 11 || north, left lane stralght ‘flat trees! -

Pepper.

41n order of concentration:

Italian Cyprus.

°In order of concentration:
5In order of concentration:
“In order of concentration:

lln or d(l of (()Il((‘lltl (mon: Southern Magnolia, Fan & Date Paln, Coastal 1ive Oak, California Pepper.
2In order of concentration:

3In order of concentration:

Coastal Live Oak, Southern Magnolias, Holly Oak.
Coastal Live Oak, Holly Oak, California Sycamore Deadora Cedar, California

Oak, Pine, Sycamore, Magnolia, Cedar, Eucalyptus, Palm, California Pepper,
Italian Cyprus, Palin, California Sycamore, Deadora Cedar

Ficus (aka Indian Laurel Fig), Dute Palm.
Kucalyptus, Fan and Date Palm.
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RUN
020201
070901
070903
070905
070906
070907
.07091"2
070914
07ioli-
071017
072405
-072406
072407
072408
072409
072410
0724 i
072412

Table 2: Summary 1y of Best Fit For 20 GHz Data Using The Lutz Model.

CAT.

1
1
1|
i1

11
10
1

11
11
11
1
11
1"

1

n
11

11°

”[ 1%
K I o FADE LEVEL
A (dB) | (dB) ‘ (dB) J (dB)
0.000] 2881 - T = T 0.4
0.040 | 284 | --1i --21.37 t--——" ~ 80
. 211 t -20.8-t- —0.09 | >>30.0
0.582 | 215 —232 | 7371 >>300
0. Y. 9.01 |  >300
0.2 10.59 27.5
0.406 —17.49 | >>30.0
0.3 103 T 53300
0.016 | 182 1- 1991 113 | >25.0
0.032 t 17,7 | ~13116.67 | 222
0.231 | 16.2 | -137 | 1nms]| >3
0.124 | 20.3 | -27| 10.3%-| 230
0343 | 223-| -20®-| 148 ]  >3W()
0.145 | 271 | - 1689&s 1399 | 21.0
0100 | 23.5 | L4 | -3799 ] © T gr
0.548 1 190 —16.3 T:" 8.69 % >>30.0
1.010t19.2] -~ 12,7 [ 6.0717""*-10.0"
i213 168 17 - 1191 383 300
18

5% (1111 ‘r
¥ADY LEVEIL
_ (dB)

©0.2 _[f
>>300 [  29.(

FADE LEVEL
(dB)

>300| 270
1T 60
6.0 ‘7 75 |
>300, | 270

>> 300 | >30.0

2.0 1.5

20 1.5
210 110
70 1.5

O >>300] 0 >300
80 10
150 10
>30.0 | 26.5
20 15

16000 9.0




Table 3: FadeE xceedance Results from [8] for I-band with 51° Elevation Angle and Two
Receive Antenna Gain Patterns: omni-azimuth /55 °-clevation for Runs 322,343,359 and 45°-
azirnuth /45°-cle vation for Runs 406,409.

1% H % 10 %
Fapk LEVEL, FaDpE L EVEL VFAIOE LEVEL
_CAT. (cm) (dB) . (dB)
Run 322 11 100 3.0 10
Run 343 m >15.0 >15.0 14.()
Run 359 1 10.2 5.5 2.5
Run 406 |l 16.5 10.5 7.5
Run 409 1l 24.2 15.() 12)
Table 4: Fade Fxceedance Results from [14] for L-band with 43° Ilevation Angle and Hemi-

spherical Receive Antenna Gain Pattern.

1% 5 % 10 %
FADE LEVEL FADE LEVEL FADELEVEL
CAT. (d13) (dB) (dB)
City 11 D A 23.0 o 21.)
Highway | 35 2.0 1.5

Table 5: Fade Exceedance Results from [21] for 1,-, S, and Ku-bands with 60° Elevation
Angle and 64°-azimuth /64 °-clevation for L- and S-band Receive Antennas; 80°-azimutl/80°-
clevation for Ku-band Receive Antenna.

1% 5% 10 %
FADE LEVEL FADE LEVEL FADpk 1. EVEL

CAr. (dB) (dB) (dB3)
I-band - 11 16,5 80 A
s-band 1 18.5 9.0 6.0
Ku-band 1 275 19.5 13.0

Table 6: Fade Iixceedance Results from [18] for K-band with 55° Blevation Angle in Texas
and 55° Flevation Anglein Maryland; 27° Beamwidth Receive Antenna.

1% 5% 10 %
FADE 1. EVEL FADE LEVEL IFFADE 1. EVEL

CAT. (dB) (dB) (d13)
Bastrop, 1TX " 111 28.0 20.0 15.0
Austin, TX m 32.0 24.0 21.0
Austin, TX 11 15.0 9.0 7.0
Rt.108, MD 111 24.0 15.() 11.()
R1.295, MI) 1 14.0 2.5 2.0

19



Table 7: Mecan Fade Duration Comparisons

K-band
AN
K-band
Furopean

L-band
Australian
I.-band

CAMT

L
(dB)

E=n]

10

variable

(&2

FADEDURATIONS

J

17.0111

20

CATEGORY

o n
"‘-3a6'43“
27111 44m
_____ _él;é.@m

| O | 1201




‘1’able 8: Run Summary For 20GHz Data With L :6 dBUsing The Gilbert Model for
Ity = 9600 bits/second.

[ RUIN‘ car. [v(m/s) | m —-1200 "]"‘}ii}’ Dy | D<E) [ PnGn) [ Dp(m)
070901 11 13.4 ‘0.01‘5 0.099994 | % 998724 162241 784 | 226.0 11
070903 | 11 11.6  10.337 [ 0.999935 | 0.999826 | 15362 | 5742 18.6 6.9
070905 1]l 116 0.402 |0.999911 |‘(),999748 | 11204 | 3971 135 4.8
070906 | 11| 9.8 10.104 | 0.099991 | 0.999646 | 112079 | ~ 2824 115.3 2.9
070907 | 11| 11:6“70.083 | 0.999997 | 0.999571 | 337618 | 2334 | 408.0 2.8
070912 | 111 8.5 10.409 | 0.999958 | 0.999899 | 325418 | 9892 | _ 288.1 8.8
070914 11 { 7.6 l 0.528 [ 0999957 | 0.999888 | 23435 | 8933 | 185 71
071016 7116 170,045 | 0.999993 ().999678 | 142477 | 3107 | 172.2 ‘3.8
071017 | 11 11.6  |0.042 | 0.999994 | 0.999669 | 174611 | 3019 211.0 3.6
072405 | 143 [ n9296 | 0.999948 | 0.999800 |'-19369 | 5010 | _ 28.8 75
072406 | 11| 134 ]L0-949 0.999995 | 0.999305 | 194135 | 1439 | 2710 2.0
072407 11| 125 0256 | 0999961 |0.999744 | 25638 | 3908 33.4 5.1
072408 11 | 13.87 | 0053 | 0999991 | 0.199411 | 105727 | 1698 | 152.0 24"
07240t | n || 138 | 0012 |0.999992 | 0.997759 | 125127 | 446 | 179.9 0.6
072410 || 143 ] 0.391 | 0999809 | 0.999686 | 5237 | 3187 7.8 47
072411 | 1527 10013 |0.999995  0.999367 | 219951 | T1580 | 3482 2.5
072412 | 11| 1437 10123 | 0.999973 | 0999475 |-37064 | 1005 | 552 2.8
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Table 9: Run Summary For 20GHz Data With 1, -
1%, == 9600 l{_i_ti/s;(rcqll(l.

[ RUN | CAT. q}iaiif]g)m(k;{]f W Poo P11 D (b) jl)p(b) Dn(m) [ Dp(m)
(070901 | TI || 13.4 ]0.008 | 0.999994 | 0.994261 | 173119 174 | 2416 0.2
1070903 | TII|| 11.6 | 0.298 | 0.999935 |-0.999716 | 15403 | 3516 186 | 42
1070905 | 11| 11.6 | 0.329 | 0.999928 | 0.999693 | 13823 | 3256 167 | 48
070906 | 111 | 9.8 |0.085 [ 0.999993 | 0.999625 | 144765 | 2669 | 147.8 27
070907 | 11| 11.6 |0.061 | 0.999979 | ().099403 | 48104 | 1675 | 581 2.0
070912 | 111 || 85 ] 0.362 | 0999951 | 0.999798 | 20475 | 4942 18.1 4.3
070914 | 111 | 7.6 | 0.464 | 0.999940 | 0.999877 | 16661 | 8115 13.2 6.4
1071016 | 11| 11.6 | 0.037 | 0.999993 | 0.999655 | 139952 | 2902 169.1 3.5
T071017 7 “111]] 116 | 0081 | 0.999995 | ().999585 | 195219 | 2407 |  235.9 2.9
072405 | 11 || 143 0100 | 0.999957 | 0.999547 | 23059 | 2208 | _ 343 3.3
7072406 | 111'(/13.43.4° 0.087037 | 0.999997 | 0.998694 | 395585 | 766 | _ 552.2 1.1
T072407 | 1] 125 | 0.239 | 0.999961 | 0.999730 | 25897 | 3700 337 4.8
1072408 | 11| 13.8 | 0.038 | 0,999990 | 0.999383 | 100063 | 1620 | 143.8 23
072409 | 11| 13.8 | 0.008 | 0.999991 | 0.995307 | 110503 | 213 | 158.8 0.3
1072410 | 11 || 143 ]0.339 [ 0.999922 | 0.999613 | 12859 | 2587 19.2 3.8
072411 | 11| 15.2 | 0.010 | 0.999996 | 0.998246 | 227516 | 570 | “3(X).2 0.9
[o72412 1 11| 143 1 0.095 | 0.999977 | 0.999473 | 44086 | 1896 65.7 2.8
22
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Figure 1: ACTS Mobile Terminal System Configuration
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Figure 2: AMT Data Acquisition System Block Diagram
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Figure 6: Cumulative Fade Depth Distribution for Run 072406: Solid Line is the Histogram
Generated by the Data, Dashed Line is the Least Squares Curve Fit Using 4.
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on the Keck 10-m spread over - 142 pixels. Thus, assuming uncorrelated errors in relative pixel

positions, the required centroid accuracy for each pixel is 0.0024 xv'142 = 0.029, well within current
capabilities (Monet et a. 1992).

Systematic errorsin pixel locations due to, for example, step and repeat errorsin the CCD
fabrication, also introduce errors into the astrometric analysis. Shaklan & Pravdo (1994) discuss a
method to calibrate such systematic errors. Shaklan & Pravdo (1994) and Shaklan et al. (1 995) have
demonstrated calibration accuracies in excess of our requirements. Buflington et a. (1990) has
shown that CCD photometric and dimensional stabilities are more than adequate for this experiment.

Thus Y¢cco is negligible.

6.4 Optical Aberrations

Astrometric accuracy can be limited by optical aberrations, especialy distortion (Gatewood 1992).
For large apertures and small fields of view aberrations are small, For example, Figure 5 shows the
as-designed distortion for the Keck 10 m across the CCD field of view. The telescope has low
intrinsic distortion and aso low sensitivity to motion of the secondary mirror. These effects are
negligible compared to other sources of error.

Another issue for the Keck 10-m is the effect of the primary segments on astrometry.
Astrometric performance is insensitive to aberrations on the primary since al stars are affected in the

sameway. The Keck segments are actively aligned to 50 mas. For 36 segments this implies that



-1 0°/0 of the overall centroid motion, This is expected to be the case since segment misalignments

are well within the seeing disk diameter. Thus g,, is aso negligible.

7. PROGRAM DESCRI1PTION AND ANTICIPATED RESULTS

7.1 Telescopes and Sites

We compare the performance of three telescopes and sites to determine the effect of telescope
diameter and other parameters on a planet detection program. ‘We use our 5-m results and
extrapolate to two other telescopes. the Palomar 1.5-m and the Keck 1()-m, Table 3 lists the relevant
parameters for the comparison. Most of the discussion will relate to a program with the 10-m
telescope since it has by far the most potential.

For the three telescopes considered the fields of view are chosen by balancing two competing
effects which relate to measurement noise and the ability to model the field. Smaller fields have
fainter reference stars and thus have more photometric noise. Larger fields have brighter reference
stars but more atmospheric noise because the atmospheric noise in the relative astrometric signal
between stars is proportional to the stellar separation in the small angle limit (§ 1.2). Larger fields
also have more reference stars. This allows abetter determination of the field model (e.g. Eichhorn
& Williams). A minimum of four reference stars is required to determine a linear model of the field
and solve for the reference star parallaxes and proper motions. For small fields and small optical

aberrations a linear model is usually sufficient. In the cases where a quadratic model gives better
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results at least seven reference stars are required. At the Keck telescope a field of view of 84 as
(Table 3) yields an average of 8.6 reference stars with 1 < 21 at b =: 30 °(Allen 1973). A limiting
magnitude of V' = 21 was chosen because these are the faintest stars that can be used as statistically
significant reference stars in the observations.

Reference stars form a reference frame with an effective brightness which depends on the
intensity and spatia distribution of the stars. Monte-Carlo simulations of reference fields show that
the effective brightness is 5 times fainter than the summed light of the frame (see Appendix). For the
Keck telescope, this trandates into an effective reference frame magnitude of ¥ = 19. The reference
frame is effectively V' = 17 at the 5-m telescope and V' = 16 at the 1.5-m. In the analysis discussed
below the reference frame photometric centroid noise, o,, is computed by fitting a Gaussian profile
to a star with magnitude equa to the effective reference frame magnitude. The Gaussian was fitted
with aweighted |lease-squares algorithm, where the weight of each pixel in the sum of the squared
residuals is given by the summed variances of photon noise, detector noise, and sky background. The
agorithm is discussed in detail by Stone (1989).

For purposes of comparison between the 10-, 5-, and 1.5-m telescopes, we choose fields of
view that have the same average number of reference stars. The Keck field is the largest that fits on
acurrent large-format CCD. The linear sizes of the 5-m and 1.5-m fields are smaller. In al three
cases, the atmospheric noise is substantially worse that the photometric noise and is the limiting factor
for astrometric accuracy. For example, the atmospheric noise at the S-m as derived from our results

is0,= 150 pasvhr, while the photometric noise is g, = 71 uas vhr.
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7.2 Target Stars

As shown in (8) the astrometric signal depends inversely on the distance to the star. Thus
nearby stars are the best candidates to search for planets using this method. Our source catalog for
stars within -25 pc of the Sun is the Preliminary Version of the Third Catalogue of Nearby Sars or
CNS3 (Gliese & Jahreiss 1993). CNS3 contains 3802 stars including 3 B, 73 A, 264 F, 486 G, 772
K, and 1097 M stars. We aso treat 639 stars with color class “m” as M stars based upon their colors
and absolute luminosities. We have spectroscopically verified that a number of these stars are M stars
(Pravdo et al. 1995). Stellar distances are determined from the given trigonometric parallaxes or in
some cases photometric and spectroscopic parallaxes. Stellar masses are determined using the

relation:

M, S
log | —| = 0,118 (4.75-M, ) (12)

M

©
with the stellar bolometric magnitude, A, , taken from the spectral type, luminosity class, and
bolometric corrections (Allen 1973). A minimum mass of 0.1 M, is assumed. For stars where the
luminosity class or subtype is not given, we assume luminosity classV and subtype 0,5. Stars with
color types of “m” are assumed to be M5 dwarfs fbr the mass estimates. This is consistent with their

absolute luminosities.

We begin with the 3229 CNS3 stars which have@ > 300 pas for a Jupiter-mass planet and
T < 10 yr. Planets around a subset of these stars could be detected at 30 with the achieved precision

but as described below (§7.2) much more time than the survey allows would be required to observe
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all of them, We further restrict this sample. First, to limit the effects of DCR (§3 .2) we use a+45°
swath in declination around the zenith of the ground-based observatory site. Second, to insure
enough reference starsin each field (§ 6.1), we limit the galactic latitude of the target stars to 4" <
30°. Last, we introduce a telescope- and detector-dependent 7 magnitude lower limit to prevent
image saturation. The magnitude limits are listed in Table 3 and correspond to the brightest stars that
can be observed in afast-readout region of the CCD. This results in 838 candidates, consisting of
2A,25F, 105G, 174 K, 330 M, and 202 m stars. Figure 6 shows the astrometric signals for these
stars assuming Jupiter-mass planets in 10-year orbits, plotted in order of spectral type and sub-type,
with each sub-type sorted by astrometric signal magnitude.

We keep some known binaries in our target list (see below). Only those with small apparent
separations are removed, The minimum real separation for the remaining binaries is then 745 au.
Some short-period binaries will be discovered by this survey and eliminated when appropriate. Long-
period binaries both known and discovered are not expected to be different from single starsin the
properties of their planetary systems. In studies ofa subset of CNS3 less than 3% of the stars were

in long-period binary systems (Wasserman & Weinberg 1991).

7.3 Anticipated Results

We now present results of an end-to-end model of planet detection using the target stars, reference
fields, and measurement errors discussed above. To observe a statistically significant sample of stars
requires that a telescope be dedicated at least in part to this program: we assume a minimum of 40

nights yr!. Since the survey istime- and not source-limited the number of stars surveyed increases
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amost linearly with available observing time. We assume a bright sky (background ¥ = 20 mag as)
for this analysis. The observing efficiency due to bad weather and other effects, is chosen to be 50%,
resulting in a net observing time of 160 hr yr*. The program will last for 10-20 yr, a necessity
considering the range of orbital periodsin the search. 7 arget stars will be observed twice per year
but not evenly spaced. This sampling imposes a lower limit to the period search of T2 1 yr. The
DCR calibration observations will be performed infrequently and do not add much overhead to the
program. They could be done at an alternate site.

The observation time per target determines the stat istical significance of any detection as well
as the range in parameter space over which that significance is valid. Since we are searching for
planets for which the periods are unknown, each target should be observed long enough so that an
important range in that parameter space is sampled. It is incomplete to say that a star has been
searched for planets without indicating the range of periods (or semi-major axes) for which the search
isvalid. We have chosen semi-major axes parameter space to display the results because it maybe
the parameter with the most physical interest, If, as suggested by Boss (1995), the radius at which
gas giants form is 4-5 a.u. independent of stellar temperature or mass for massesaslow as 0.1 M_,
then it will be crucia for any observing program, regardless of the stellar sample, to explore this area
of parameter space. It is, of course, directly related to orbital period parameter space.

We examine two potential programs. each searches a statistically significant number of stars
(> 100) but the first emphasizes “ Solar-class’ spectral types, with an average mass of 0.82 MO, while
the second emphasizes star numbers and contains mostly M-type stars. Figure 7 shows the detectable
(30) semi-magjor axes (shaded regions) for the Solar-class stars observed with the 10-,5-, and 1,5-m

telescopes in a 10-yr program, The number of starsis limited to 100 because the Solar-class spectral
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types are more massive, have lower signals, and thus each take more observing time than M stars.
For this survey g, = 100 zas which is calculated from (11) with o, = 85 uas vhr , 9, = 41 uas vhr,
Oper = 66 pas,t = 1.6 hr, and the other quantities negligible. We assume a 2000 A bandpass and a
0.35 system throughput.

The target stellar types distribution is listed in Table 3. The Figure and Table demonstrate the
utility of alarger aperture: in equal programs the 10-m observes more Solar-like stars, 31 G stars
compared to 11 for the 5-m, 2 for the 1.5-m, and covers alarger area of sem-major axes parameter
space for each star. Figure 8 shows the coverage gain in semi-major axes space with time, if the
program is extended beyond 10 years, After 20 years with the 10-m telescope, the space is searched
to 10 au. for nearly the entire sample.

Table 4 lists the 100 candidate target stars, their expected astrometric signals (Sig! O) and
orbits (Orb 10) for Jupiter-mass planets in 10-yr orbits, visua magnitudes, galactic latitudes (a
measure of the number of reference stars), distances, inferred masses, spectral types, and other names
and comments. The 6 known binary stars in thislist (e.g. Poveda et a. 1994) have separations which
are between 745 -4200 au., large compared to the orbits that we are searching. Most of the
comments in Table 4 are from Gliese & Jahreiss. We have updated the information with new
referenced data where available.

The aternate program emphasizes number of stars observed rather than a distribution of
spectral types. In this case the 10-m telescope can observe 574 stars, mostly of type M (Table 3).
With either program, if there are no detections we can conclude that Jupiter-mass planets are

uncommon in the samples.
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Finally we could search for lower mass planets with a more limited sample and reduced
parameter space coverage. For example, a 10-m, 40 night yr'', 1 0-yr program could detect 43
Saturn-mass planets around 2-G, 8-K, and 33-M stars, or 5 Uranus-mass planets around M stars.

For the later survey the maximum semi-major axes are only 3.2 au.

8. CONCLUSIONS

We have described programs that allow us to make statistically significant surveys of nearby stars for
Jupiter-mass planets. The experiment uses an existing ground-based telescope and a CCD camera.
Notice that while this program requires careful, continuing long-term calibration, it does not place
extraordinary requirements on any one of the random sources of astrometric noise. The final error
per observation, 106 uas, is afactor of 20-40 better than currently obtained with smaller apertures.
Larger apertures improve averaging of atmospheric turbulence (~ D ‘m), have smaller fields-of-view
with lower noise, and provide a better photometric SNR.

The number of stars, > 100, in the 40 night yr survey, isimportant because one expects to
detect several Jupiter-mass planets in so large a sample if the canonical model of solar system
formation is correct, Systems with detected Jupiter-mass planets will be prime targets for terrestria
planet searches. If no Jupiter-mass planets are found in a sample of 100 “solar-like” stars, we can
conclude that there is only a 3 x 10-5 probability that gas-giant planets as large or larger than Jupiter
form in at least 10% of the systems. Since we do not search the same areas of semi-major axes

parameter space for each star this conclusion is an approximation.
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There is another unknown for a program in which mostly low-mass M stars are searched.
Theoretical modeling has yet to answer the question whether such stars, 2.5-10 times less massive
than the Sun, can have Jupiter-mass planets, Jupiter contains approximately 0.001 of the present
solar system mass, Jupiter-mass planets around the survey stars would contain 0.0025-0.01 of the
system mass.

In a program of searches for planetary systems similar to one described above, gas-giant
planets can be detected. Furthermore, the absence of detectable Jupiter-mass planets would begin
to put pressure on the theory that planetary systems like the solar system are common, at least for

sampled stars.

We acknowledge Mark Colavita, George Gatewood, Anthony Gleckler, Hiroshi Kadogawa,

Eugene Levy, David Monet, and Michagl Shao for useful discussions.
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Table 1. Stars Observed in NGC 2420

1.D. x y | v [BV] R,

L (arcsec) ((arcsec)

L N U .
1116 46 19.4] 13.68|-0.003| 16.24
2108 335 17.1] 14.48] 0.433| -0.49
2111 19.1 18.7] 14.27| 0.433| -0.45
2116 9.5 16.1| 14.57| 0.419( 0.62
2119 -3.2 5.7| 14.56] 0.424| 0.54
2120 0 0] 14.5( 0.417 157
2114 17.1 3.4| 14.28] 0.469| -0.77
2127 8.8 -11.4] 14511 0.432] 0.55
2128 14.6 -15.7] 15.37] 0.502 -1.5
2129 19.2 -16.1] 15.65]| 0.534| -2.52
2122 -24.1 11]14.49( 0.866| -11.7
2225 -32.5 -4.7] 15.98] 0.485| -1.58
2226 -41.3 -8.6| 15.05] 0.445| -0.39

2227a -36.3 -16.4] 14.62| 0.41 0,43
J -45.5 2491 13.95( 0.433| -0,54




Table 2. RMS Photometric Bias and Frame-to-Frame Centroid Noise

Star |Photon [RA Dec |RA Dec
I—ND.‘BL H L] H a 3 b H b
1116 0.19 125 2.05| 0.12] 0.37
2108 024 052] 0.86] 0.18] 0.59
2111 0.25[ 0.42] 0.75] 0.05] 0.29
2116 0.30] 0.60] 1,16 0.08] 043
2119 0.26] 0.55] 119] 0.35] 0.32
2120 0.24] 0.77 1.10] 0.25] 0.32
2114 0.22] 0.49 0.65/0.13] 0.9
2127 0,29 0.57 0.89] 0.06] 0.23
2128 0.51 0.72 1.47] 0.40] 0.30
2129 062 056] 281 0.33| 0.66
2122 023 0.52] 0.76] 0.07] 0.10
2225 0.86( 1.58 1501 0.19] 0.27
2226 0.40( 112 1,49 0.40| 041
2227a 0.30( 0.94 1.40] 031] 0.36
J 0.20] 0.70 1.09] 0.16] 0,35

*mas rms IN 1 min exposures
*Mas rms in 10 min integrations




Table 3a. Telescope Comparisons--Specifications

Primary Diameter

1.5m

Sm

10 m

Fge Scale (as/30 pm-pix)
Field-of-View Diameter (as)

Faintest Reference Star V

0.476 0.078 (M®42

178
18

Number Ref. Stars (b"= 30°)

Effective Ref. Frame V'
Sky (bright sky mag as™)
Brightest Target Star V
Seeing FWHM (as)

16
19
3.2
1.0

133
19

86 S6

17
19

4.5

10

20

84
21
8.6
19

4.5
0.5




Table 3b. Telescope Comparisons--“ Solar-Class” Sear ch Results

Primary Diameter 1Sm 5 m 10m

Stars Searched-Total 50 100 100
F 0 1 13
G 2 11 39
K 5 23 48
M 43 65 --

Minimal Outer AU. Searched 35 43 46




Table 4

Target Stars for the 10-m “Solar-Class” Survey

Star Spectral Sig10 orb10 b" Vv D  Mass Giclas LHS  Vyss. Other
Type (pasy (au.) (deg.) (pc)  (Mo) UGPMF
1 Gl 306 F3V 451 4.8 18.7 5.6 18.2 1.12
2 G1692 F5V 444 51 42 49 16.7 1.31
3 LT 3317 F6 v 530 4.7 189 5.8 16.7 1.01
4 HD 219623 F7 Vv 402 4.9 -7.1 55 19.6 1.20 LTT 16B41
5 Gl 297.2A F7V 378 5.0 10.6 5.5 20.5 1.23 Binary 92" sep.
6 Gl764.2 F7V 386 50 -16.6 5.5 20.0 1.23
7 Gl 41 F8 v 611 4.9 -1.7 4.8 13.2 1.16
8 HD 11007 F8 v 395 49 -28.7 5.8 20.4 1.16 LTT 10624
9 Gl 202 F8 Ve 509 49 -10.3 5.0 15.3 1.21
10 Gl 364 Fo IV 692 4.8 21.5 4.9 12.2 1.08
11 Gl 231.1A FoOVv 527 4.7 -5.2 5.7 16.4 1.04 Binary 95" sep.
12 BS 2883 FovVv 369 4.9 49 59 21.7 1.16
13 Gl 654.1 FOVv 434 4.7 23.8 6.0 19.6 1.07
14 HD 30090 GO 489 45 -1.9 6.5 19.2 0.92
15 Gl 245 GOV 543 4.8 17.5 5.2 15.1 1.12 PSI(5) Aur
16 G! 252 GOV 506 4.7 121 5.7 16.9 1.05
17 GJ 1095 GOV 486 4.8 23.5 5.6 17.2 1.09 5S 2721
18 HD 187923 GOV 444 4.7 -7.8 6.1 19.6 1.03 LTT 15805
19 GI1836.7 GOV 614 45 -28.3 5.9 15.1 0.93
20 HR 8455 GOV 535 46 -29.1 6.2 17.2 0.94
21 Gl 92 Go Ve 879 46 -25.4 4.9 10.2 0.99 154 BS 660 DEL Tri SBO (A&A 195, 129)
22 Gl 616 GlvVv 556 4.7 29.2 5.5 15.4 1.06 3171
2 G779 G1V 527 47 -7.6 5.8 16.6 1.02 3515
24 G! 67 Gl5Vv 593 49 -19.3 4.9 137 1.15 1284
25 HD 224465 G2 434 46 -11.5 6.6 21.3 0.94 LTT 17065
26 Gl 197 G2 IV-V 529 5.0 15 4.7 14.4 1.26 1753 IAM Aur
27 HD 225239 G2V 418 47 -27.2 6.1 20.4 1.06 1013 LTT 10009 LFT 4
28 GJ 1085 G2V 527 46 -15.8 6.0 16.9 0.99 LTT 2380 8S2007
29 Gl 230 G2V 547 45 -3.5 6.4 17.6 0.89
30 Gl 708.4 G2V 432 4.7 24.9 6.3 20.4 1.01
31 G1327 G3V 926 4.3 24.2 6.0 11.3 0.78
32 Gl 209 G4 IV-V 653 4.1 -6.0 7.7 17.8 0.67 G100-027 6
33 Gl 262 G4V 473 4.7 15.3 5.9 18.2 1.05 1893




Table 4
Target Stars for the 10-m "Solar-Class” Survey

(cont'd)
Star Spectral Sigq10 Orb10 b V D Mass  Giclas LHS Vyss. Other
“Type (uas) (au.) (deg.) (pc) (Mo) UGPMF

34 HD 12545 G5 1180 36 -25.0 8.4 12.8 0.45
35 HD 21809 G5 756 41 -14.7 7.3 15.4 0.67
36 HD 68835 G5 1017 39 23.0 7.3 12.5 0.58
37  Gl160 G5V 500 47 -22.1 5.9 17.4 1.03
38 BS 2225 G5V 591 44 -18.5 6.4 16.4 0.88
39  Gl722 G5V 675 45  -6.8 5.9 13.9 0.92
40 G746 G5V 540 4.6 41 6.1 16.8 0.97
1 Gl822.2 G5V 780 41 -16.1 7.0 145 0.70
42  Gl703 G6 1112 35 16.8 8.7 13.9 0.43
43  G1302 G7.5V 790 44 128 8.0 126 0.84 245
44  Gl759 G8 Iv 486 50 -1.9 5.2 15.6 1.27 3463
45 Gl 777 A G8 Iv-v 485 4.9 -0.7 5.7 16.7 1.15 3510 Binary 178 sep.
46  Gl295 G8 v 510 44 27.0 7.0 19.4 0.85 242
47  Gle4al G8 v 599 44 261 6.6 16.5 0.85 GOl 9-004 426
48 GJ 1233 G8 v 549 43 20.0 7.0 18.5 0.82 G229-026 6
49  Gl754.2 G8 v 558 45 10.9 6.3 16.7 0.93
50 Gl 113.1 G9 e 869 4.1 -25.4 6.8 12.8 0.71 W An SBO (A&A 19S,129)
51 GI1668.1 GoV 906 42 17.3 6.3 11.8 0.76
52 G1793.1 GoV 513 4.4 1.2 71 196 0.83 (G209-035
53  Gl227 KO e 679 43 -2.5 6.8 15.3 0.79
54 Gl 75 KOV 965 4.4 1.7 56 10.3 0.85 1297
55 G! 654.2 KOV 777 41 30.0 7.1 14.5 0.70
56  Gl700.2 KOV 530 44 21 8 70 189 084 G182-035 3353
57 G!758 KO v 522 4.6 84 64 176 0.95
58 G1895.4 KOV 548 4.4 21 6.7 17.8 0.87 G217-011 544 LTT 16916
59  Gl631 KO Ve 956 44 28.4 5.8 10.5 0.83 3224
60 G217 K1V 622 4.2 44 74 17.6 0.73 G096-051 1783
61 G1762.1 K1V 438 46 18.0 6.6 20.6 0.98 G229-033 3466
62 G778 K1V 585 42 -4.2 7.3 18.2 0.76 G186-011 481
63  Gl211 K1 Ve 858 43 11.9 6.2 12.1 0.79 1774
64 HD 40676 K2 748 39 11.7 7.8 16.4 0.62
65 G706 K2v 975 42 24.2 6.4 11.3 0.73 G205-005 3363
66  GJ 1240 K2v 650 41 -14.1 7.6 17.5 0.69 U469 LTT 7720
67 Gl 28 K2 Ve 650 42 -22.6 7.4 17.1 0.71 G132-015 1125




Table 4
Target Stars for the 10-m "Solar-Class" Survey

{cont'd)
Star Spectral Sig10 oOrbl0 b V D Mass Giclas LHS  Vyss. Other
Type (pas) (au.) (deg.) (pc)  (Mo) UGPMF
68 Gl 282 A K2 Ve 878 4.0 91 7.2 13,5 0.65 G1 12-037 U165 Binary 58" sep.
69 G329 K2/3 1l 901 3.7 13.2 8.7 15.3 0.52
70 Gl 174 K3V 888 39 -16.5 8.0 14.0 0.60 G008-051
71 Gl 183 K3V 1193 42 -27.2 6.2 9.0 0.75 200 U102
72 Gl 250 A K3V 1247 4.1 -2.2 6.6 9.2 0.68 1875 U148 Binary 58" sep.
73 Gl 621 K3V 756 39 24.2 8.4 16.6 0.59 G153-049 U408
74 G1688 K3V 816 44 17.7 6.5 12.3 0.83
75 Gl 716 K3V 716 4.4 -4.2 6.8 14.1 0.83
76 G1892 K3V 1564 4.2 -3.2 5.6 6.8 0.76 71
77 G 770 K3/4V 648 46 -23.9 6.2 13.9 0.97 U479
78 Gl 727 K4 763 4.0 55 8.0 15.6 0.64 G141-037 V325
79 Gl 775 K4 Vv 797 41 -14.2 7.5 14.2 0.70
80 G1782 K4 Vp 886 3.7 -26.2 8.9 15.8 0.50 3526 V330 Binary 58" sep.
81 Gl 282 B K5 1112 3.6 9.1 8.9 13.5 0.46 G112-038
82 G1622 K5 1235 32 18.7 104 15.1 0.33 3191
83 Gl 171.2A K5 ep 774 39 -13.4 8.4 16.4 0.59 GO008-044 Binary 126" sep.
84 Gl 49 K5V 2212 31 -0.5 9.6 8.9 0.30 G243-052 1179  v002 LFT 94 Wolf 46
85 Gl 69 K5V 1029 3.7 15 84 13.3 0.52 G244-033 1291 V381
86 Gi 204 KSV 834 40 -20.0 7.7 14.0 0.66 G099-012 1763 V463
87 GJ 1094 K5V 808 3.9 -0.6 8.4 15.8 0.58 U152 LTT 2722
88 Gl 653 K5V 1148 38 209 7.7 11.3 0.57 G019-013 431 V787 AWoIf635LFT 1316
89 Gl 241 K6 668 4.0 8.6 8.1 175 0.66 G109-020 V478
90 G818 K6 v 715 40 -25.5 8.3 17.1 0.62 GQ25-016 3624 V831
91 G!71¢ K5 Ve 678 40 23.6 8.1 172 0.66 G227-036 BY DRA
92 Gl 154 K7 1129 34 -22.1 9.6 145 0.40 GO0O06-034 V104
93 Gl 215 K7 1072 36 16.6 9.0 14.0 0.46 G249-018 1782 V466
94 Gl 726 K7 1022 3.6 -0.8 8.8 14.1 0.48 G021-024 V805
95 Gl 52 K7V 976 3.6 11 9.0 14.9 0.48 G243-060 136 V365
96 G! 169 K7V 1199 3.7 -18.1 8.3 11.7 0.50 V008
97 Gl673 K7V 1859 36 20.0 7.5 7.8 0.48 G019-024 447 V794
98 Gl273.1 K8 446 46 21.4 7.7 20.7 0.94 G090-001 V880
99 Gi824 K8 640 43 -26.4 7.9 16.4 0.78 V833
100 GI172 K8 Ve 1398 3.7 39 8.6 10.2 0.49 G1 75-042 1688 V449




FIGURE CAPTIONS

Figure 1, These starsin NGC 2420 were observed with the Palomar 5-m telescope,

Figure 2. We show the Allan variance of the positional uncertainty of 15 starsin NGC 2420 observed

with the Palomar 5-m.

Figure 3. The planet-star configuration illustrates the astrometric signal produced

Figure 4. These are the minimum peak-to-peak amplitudes of stellar motion for 30-detections vs.
the orbital period of a planet. The plot assumes 2 observation/yr for 10 yr. Each observation has a

precision of 150 pas. For periods longer than 10 years, the curve shows the worst-case phase.

Figure 5. Distortion at the Keck telescope is well below the precision of the astrometric
measurements. The solid curve is the as-designed distortion across an 84 as field-of-view. The other

curves show how the distortion changes when the secondary mirror is misaligned.

Figure 6. We show the peak-to-peak amplitudes of stellar motion for the 838 stars potentially
sampled by the 10-m program assuming the presence of a Jupiter-mass planet in a 10-yr orbit. Stars
are sorted by spectra type and sub-type, with each sub-type sorted by amplitude. The y-axis of the

plot cuts off Barnard's star, an M5 dwarf, that would have a 14.5 mas amplitude.




Figure 7. We show the parameter spaces explored (shaded regions) for 3o-detections in al10-yr
program at the 10-, 5-, and 1.5-m telescopes. 1.6 hr/yr are alocated to each source. The Keck
telescope explores the 4-5 au. region for nearly all the 100 program stars. The jagged edges of the

shaded regionsis due to varying distances and masses of the target stars.

Figure 8. The semi-mgjor axes parameter space searched with a 10-m telescope expands as the

observational program length increases. The 10-yr search region isidentical to that in Figure 7.
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Figure 3. Planet-star configuration illustrating the astron:etric Signal produced.
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Appendix

The argetstar position is measured relative 1o the reference frame formed by the
background stars. Observations made at different epochs are registered to one another
using an affine transformation that is defined with aleast squaiesmodel. Simple models
(c.g.linear in each axis) require fewer reference starsand areless sensitive to random
noise intheir parameter variance than Iligher-order models. Iligllcr-order models, on
the other hand, are sometimes required to account for aberrations and other svst cmatic
effects. In this appendix, we snow how the reference star distribution and choice of
afline transformation relate 10 the astrometric sensitivity of the model.

Since the target stars are generally brighter than the background stars, astrometric
precision is himited by the photometric noise associated with the background stars. In
this appendix, we compute the noise inthe estimate of the target star position as a
function of thereference frame spatial and brightuess distribution, for bothlincar and
second-order 1110( 1('1s.

The afline transformation is defined by a set of parameters. 3. that Hrovide a least
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Y is the vector of measured background star positions in frame 7. which for the » axis
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positions is given by
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where the second subseript refers to star number, and there are n background stars.
X defines the afline transformation in terins of measured positions in frame j # i. For

three lincar terms per axis, X is given by
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W1 gives the weight of cach equation. When the measurement errvor of each star is
independent with a standard deviation o, ,m=1 . . . n.11)(’1) 11" takesthe form
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The noise wil be independent when, as considered below, the noise is due to the photon
statistics of cach star.

The solution to eq. Al is given by (sce e.g. Press et al, 1989)
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with V = W7TW, the diagonal matrix of positional variances. Thie covariance matrix
of the solution is given by
cov(B) = (XTVIX) Al
Wenow assume that the target star is nominally located at the center of the coor
dinate frame. The variance of the positional error of the center of the frame is given
by the first termin the covariance matrix. a}:cov(/?)(] 1). For t he linear model of eq
A3 thisterm is
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We can rewrite this equation in terms of the moments of the bd(l\gl()un(l sta

listribut ion and the number of photons in the reference frame
sa

ame point spread function

with root-mean-squared width o

and if the centroid
measurement noise onstarmis due strictly to the finite number of detected photons

. then the positional variance of star me is given by
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Substituting this into eq.

A7, and defining the
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and similarly for Ay, and M,,. one then find
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I5q. A12 shows that the target star positional variance is given by the width of the
stellar 1mages o., thetotal light inthe frame 2. N, anda function of the first and
second moments of the reference frame.

If the plate scale model was not required, and if only one reference star of brighiness
5T N, waspresent, then the first term Of eq. A 12 would be the reference frame posi-
tional variance, given by of. The second term containing the moments can be thought
of as theincfliciency of the plait scale model. The positions] variance for astrometry
is then the product of the noise associated with a single reference star of brightness
5> Ny and a frame efliciency factor J' given by the ratio of moments in eq. A12.

For higher order transformations, the number of termsineq. Al2 grows rapidly.
Matrix inversion for a full quadratic model (SIX terms per axis) is nade possible under
the assumption that the field is point symmetric. In that case. t e frame variance 1s

given by
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The presence of fourth-order moments implies that for quadratic models the frame
variance is highly sensitive to the distribution of reference stars. Note that for the
lincar model, I = 1 when the field is assumed to be point symmetric.

Aninteresting characteristic of eq. Al12 is that the variance depends 011 the shape
but not the size of the field. This is casily shown by substitut ing @' = ax into eqs. A9
to Al 1. abeinga scale factor. This is incontrast to different ia] centroid noise due to
the atmosphere, whicliis not considered in this appendix. Atmospheric noise, in the

small field I i, increases lincarly with field dianeter.



The value of F depends on the distribution of reference stars. We have arrived at
a mcan value of 17 by performing a Monte-Carlo simulation of reference frames. In the
simulation, reference stars having ¥V < 21 were chosen with a magnitude distribution
taken from Allen (1973), and randomly positioned within the ficld-of-view of the 10-m
telescope (84 aresee, Table 3). Reference frames were required to have at least 6 stars
and were defined over the whole sky. The moments were evaluated according to egs.
A9 to A1l and I was evaluated according to eq. Al2. The result was that the mean
value of I for the linear afline transformation was /'~ 5.

Thus, as reported 1 §7.1, the reference frame, when reduced using a lincar affine
transformation, is effectively five times fainter than the summed light of the reference
frame. The same fields reduced with a full quadratic model had an effective brightness

31 times fainter than the summed reference frame.



